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Computerized servicing of management systems and equipment according to their real situation is an actual
line of research.

The implementation of such developments at the productions allows us to keep costs down to the preventive
protective service and also to protect the afore-precaution of possible unscheduled downtimes. The key role
in solving this problem is supervision over the technical condition of a production technique, machinery, equip-
ment. This implies the creation of a fundamentally new paradigm for building the monitoring system of the state
assessment and industrial control. Incidentally, the use of artificial intelligence methods gives its efficiency fac-
tor.

The paper summarizes the description of the construction principle of the information monitoring system
for condition monitoring of machinery and the industrial plant equipment. The paper substantiates the general
requirements for monitoring systems.

There are the use case diagrams, namely: deployment diagrams, state diagrams, information model diagrams,
and component diagrams in the paper.

The authors determine the basic software requirements for the designed monitoring system.

Implemented monitoring system software for an abstract industrial enterprise.

Keywords: information data system, industrial enterprise, machinery and equipment technical condition,
information model, software.

Creating manless technology sets the goal — cyber-physical system development [1,2]. Such systems are
based on the use of an intelligent mathematical tool and information technology in the field of decision-making
in emergencies to ensure an acceptable assessment of the security level [3,4].

In such cases, situations often arise that require the use of special methods for solving non-routine problems
[5,6].

Usually, to solve them it is necessary to conduct secondary analysis.

The presence of a weak structuring of architectural elements and a compound weave of interdependent con-
nections lead to an uplevel of uncertainty [7,8].

Most often in such cases, artificial intelligence methods are used. The architecture of such systems imple-
ments the goals and objectives of monitoring industrial technology data [9,10].

The implementation of such architecture involves the use of a local network and an advanced system for
monitoring the progress of the process. Based on this, the operator will exit the control loop of the process condi-
tions and transfer the emergency management functions to the safety system.

The development direction of the automation system, that has a particular interest is the work of domestic
scientists, for example [11,12], and foreign researchers [13-15].

This paper is intended to describe the principles of constructing the information monitoring system for indus-
trial enterprise — the basics of creating manless technology.

Any modern industrial enterprise has a complex structure and regulations, therefore, for more effective man-
agement, material saving, and raw materials and to increase productivity, we should implement the monitoring
systems.
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Modern monitoring systems provide control and signaling of parameters of all equipment of technological
systems and allow remote control of this equipment.

Systems for monitoring the technical condition of machines have become the most effective means of reduc-
ing costs during the transition to the maintenance of machines and equipment according to their actual condition.
At the same time, savings on average according to statistics from developed countries make up about a third
of the cost of repairs and maintenance.

The current generation of monitoring systems with an active diagnostic connection gives high results.

Firstly, due to the cost reduction of these systems using computer technology with a high-scale integration.

Secondly, due to the rapidly growing capabilities of the machinery and equipment computer diagnostics.

The problem set has a solution in several stages:

- problem definition,

- the monitoring technics development,

- necessary devices and software development

- observed data processing and evaluation

- the monitoring system final implementation in operation

This study develops a system design for monitoring production.

General principles for the information monitoring system development.

Monitoring systems provide control and signaling of parameters of all technology systems equipment and al-
low remote control of this equipment.

The modern monitoring and diagnostic system includes four components [16, 17]:

- signal measuring and analysis tools;

- monitoring tools;

- diagnostic tools;

- maintenance tools.

As arule, a specialized company supplies such systems, rather than machinery and equipment manufacturers.
These firms own monitoring and diagnostic techniques and produce the necessary technical means for these pur-
poses.

Note that manufacturers often either cooperate with similar companies, fulfilling their requirements for the
installation of measuring instruments, or gather machines with simple emergency protection means (protection
monitoring tools), most often combined into one system with automatic control.

Often, specialized firms use techniques that contain different types of know-how, so the choice of a monitor-
ing system usually begins with an assessment of their capabilities by the following indicators:

- detection completeness of abnormal situations,

- minimal time from defect detection to emergency,

- error probabilities in making responsible decisions,

- volumes and complexity of measurements and means for their implementation.

But no less important issues that are often lost on are the transition features from detecting an emergency
to determining its type and degree of danger, that is, the transition from monitoring to diagnosis.

Since in practice each modern monitoring system has diagnostic system elements, it is these indicators that
become decisive.

Monitoring has many aspects and it solves various problems depending on the system power and quality
characteristics of the product produced by these systems.

Monitoring system's functions:

- the equipment technical specifications control (speed, pressure, electric voltage, etc.);

- equipment control (i.e. setting the desired values);

- control of managed technological characteristics;

- monitoring of environment parameters (measuring temperature and humidity);

- stop servers and start them on certain events, as well as on a pre-set schedule.

Dedicated and switched channels ensure the implementation of these functions by local computer networks
and global communications networks, including mobile access via the Internet.

General requirements for monitoring systems

Monitoring systems, despite their diversity and specific properties, must fulfill the following basic require-
ments.

1. measurement parameters (including the external environment) must be performed at a frequency suffi-
cient for an adequate representation of the system state.

2. systems should provide technical protection against unauthorized management (especially in the case
of remote monitoring).
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3. it is necessary to provide appropriate hardware and software for the monitoring system, in particular
a well-designed user interface.

4. The system must fulfill real-time requirements.

In addition, the customer, designer, and developer of the monitoring system can make their own requirements
for the monitoring system.

Building a use case diagram

When designing a monitoring system, the developer must present possible system actions (transactions)
in response to certain events initiated by some external object (actor).

The usage diagram (fig.1) can help

you do this. It is performed using the

O «Rational Rose» modeling tool for an
/ \ abstract enterprise.

control Figure 1 shows the options for us-

ing all the constituent parts of the de-

N 7 \ signed system. The administrator man-
Shop_1 o Clientsh_1

ages the server, the server provides the

O necessary information. In turn, the

data transfer server and clients (computers that re-
data transfer ceive the necessary information direct-

ly from the equipment of specific

O \ workshops) exchange the necessary

/ =~ data, and client administrators, if nec-

% control /ﬁ % essary, perform control actions on cli-
\ ents.

Simply put, information is collect-
ed on computers installed in work-
shops and transmitted (for example,
through a local network) to a server,
where it is written to the database.

For a more detailed analysis, it is
necessary to store rather large amounts
of information over a long period time.
Next, the administrator or the system

itself makes a decision on the imple-
the record in

control
%/ data transfer \ /
e mentation of a control action on a cli-
the database

Shop_n ClientSh_n ent and performs it. t should be noted

control that the name “client” is rather arbi-
trary, since the client is is such only
Fig. 1. The usage diagram concerning the server, and concerning
its workshop it is a server itself.

ClientSh_2
Shop_2

data transfer

/

Construction of a deployment diagram

Let's look at how the system will look at the physical level. Let's imagine a placement diagram that reflects
the physical connections between the software and hardware components of the system and shows the placement
of objects and components in a distributed system (Fig. 2).

Elements depicted as transparent cubes are hardware components). In this case, this is the production line it-
self, which can consist of a different number of interconnected blocks (workshops), a line interface extender,
a modem through which communication with a remote SNMP monitoring station or a monitoring station using
paging communication, external signaling devices (devices intended directly for personnel working in the work-
shop).

Elements of the system, which are in the form of toned cubes, are software. In this case, the elements under
the conditional name “client” are computers on which software is installed designed to manage and receive in-
formation from a specific production unit. The server provides information interaction between clients and moni-
toring.

The deployment diagram is less informative and does not quite reliably show the physical structure of the
system. So, for example, in real conditions, there are several interface extenders, converters, or modems. In addi-
tion, it does not give a concept of how the various components of the monitoring system interact, how infor-
mation flows during the interaction.
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Fig. 2. The deployment diagram

Construction of a state diagram

The next step in designing a monitoring
system is to construct a state diagram.
It defines all possible states that a particu-
lar object can be in, as well as the process
of changing the object's state as a result of
certain events.

In this case, there are two objects - the
client and the server, although in reality
there may be many clients. Figures 3 and 4
show the server and client state diagrams
for an abstract enterprise.

The diagrams show states and actions
in specific states for the two main classes
of the system - the server and clients. Ovals
display the actions of objects, and rectan-
gles display the states.

Let's take a closer look at the possible
states for the server. Let's take a closer look
at the possible States for the server. After
opening, the server can switch to one of
two states: normal operation or emergency
operation mode.

In normal operation, the server can per-
form the following actions:

1. Data transmission to a client, which
can occur either when receiving a request
for any actions, or when performing a pro-
cedure stored on the server.

N

Correct
operation

First start-up or
Opening work completed
scheduled

Work completed (\

emergency

Work in emergency
service

Qol necessary data transfer

Data

do/ data reading from backup copy

do/ data retrieval in operational database) O E

Fig. 3. The server states diagram

{ Client notification )

Data transmission to a client

do/ runnina auerv
do/ runnina StoredProcedure

Data acquisition form a client

do/ placina data to the base
do/ data evaluation

Planned backuping
do/ creating backup file

Information representation about
work throuah the interface

Planned shut-off

exit/ Client notification

exit/ All param save
exit/ Shutdown

Closing

2. Data acquisition form a client: the server writes data to the database, then analyzes it, sends instructions
to the client, and performs a scheduled backup. Copying is performed using DBMS tools according to a schedule
formed by the administrator in advance.
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3. Information representation about work through the interface
4. All clients notification, all param save and shutdown at a scheduled stop.

Other actions

Getting data from
the server

do/ processing StoredProcedure

do/ scanning

do/ data import
do/ action

N

Correct
operation

Open client

Data transfer to the server

do/ reading parameters
do/ parameter transmission

Stop
exit/ server warning
exit/ parameter passing

Emergency service

Closing

-0

Fig. 4. The client state diagram

In relation to the monitoring system under consideration, the client has a smaller number of actions per-
formed in various states, but the number of states themselves (opening, working in normal mode, working
in emergency mode, and closing) does not change. After switching to the emergency operation state, after
switching on, or after an unexpected event occurs, the client passes all the appropriate information to the server,
then receives instructions from it to either disconnect or switch to the normal operation state. During correct op-
eration, the client exchanges the appropriate information with the server, and in certain circumstances it may

TShop_1 Equipment
TEnviroment %Xl 1
oraw_materia X1 2
fgx13
7\ /I Equipment
TServer TShop_2 Equipment
e | >
= MainFunction() %iz—i
ork_DataBase() !Eo -
Equipment
TShop_n Equipment
[xn_1
fAxn_2
%Xn_n
\ Equipment

Fig. 5. The classes’ diagram
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be scheduled to disconnect after giving warning the
server.

In the correct state of operation, the client performs
so-called other actions that are not directly related to
the monitoring system (managing their department and
removing parameters from counters).

The construction of information model

The main stage of the construction of information
model is to determine the classes that it will consist of.
This is done using a diagram that defines the types of
system classes and various static connections between
them (Fig. 5). The diagram shows the attributes of
classes, their operations, and restrictions that apply to
connections between classes.

Let's present the main types of classes in the sys-
tem.

1. An external environment with parameters such
as raw materials, density, humidity, etc. Knowing
these parameters is necessary for the proper operation
of any monitoring system of any industrial enterprise.

2. A set of classes that directly define the shop
(departments) of the enterprise. Depending on the type
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of production, these classes may have a different number of various attributes.

3. Smaller subclasses of the class of each workshop of the enterprise, which directly implements the equip-
ment of the production line of this workshop.

The main class of the system is the server, which collects the values of all the necessary parameters of the
shops, provides control actions, and works with the database.

The class diagram also reflects the flow of information between the server and the clients. For example,
the server receives information from the external environment containing the characteristics of the raw materials
and information on the available quantity of these raw materials, while the server, in turn, transfers information
on the number of raw materials that can be processed, for example, the first workshop (this the server receives
information from the client TShop_1). Similarly, information flows between the server and other clients.

The component's diagram construction

Component’s diagrams show how the model looks

at the physical level (Fig. 6).
TServer TShop_1 TShop_1 This type of diagram is for the distribution of clas-
ses and objects by components during the physical de-
sign of the system. Often they are called module dia-
grams.

When designing large systems, when the monitor-
ing system must be decomposed into several hundred
or even thousands of components, this type of diagram

Vi allows you not to get lost in the abundance of modules
TServer TShop_2 TShop_2 and their connections.

The main essence of the clients ' functioning is:

1. The client collects information.

2. Passes it to the server.

3. Receives the necessary control information from
the server.

4. Follow directions.

5. Then you proceed to point 1.

TShop_n

Basic software requirements for the designed
monitoring system
N~

At any complex production facility, there are strict
requirements for monitoring system software. Some-
times even a minor failure or delay in operation can
Fig. 6 The component’s diagram lead to the collapse of the entire system in all, which is
one of the specific features of complex technological
schemes.

Therefore, there are a number of mandatory requirements for the operation of software monitoring systems
for industrial enterprises.

Data Base

1. Real-time requirement: you must take into account the time of the maximum possible delay when trans-
mitting data from the client to the server and inversely because even a time trivial loss can lead to the system in-
correct reaction to events (for example, there are no problems or failures in the system at this time). Accordingly,
the "client" sends the required data indicating this to the server. Let's assume that the data arrives late. The server
reacts to them accordingly and sends some control information to the client, which in turn will no longer be rele-
vant for the client, since its state may have changed significantly by this time.

2. Required reading frequency: parameters must be transmitted from the client to the server with a frequen-
cy proportional to the frequency of fundamental changes in system states. The more often the system changes its
state, the more often you need to send information about it. If the system state does not change, the information
does not need to be transmitted, and the load on the network decreases.

3. The requirements for data integrity. The network Protocol is responsible for the data integrity, but in the
case of an enterprise monitoring system, it is better to use more of a risk but a faster protocol that meets real-time
requirements.

4. Requirements for the information capacity: it is wise to provide a procedure for deleting old information
from memory.

5. The hardware requirements: it should be without special problems to maintain the correct operation of the
system.
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6. Requirements for the software interface: as simple, clear,

7. and informative as possible.

These requirements are required for any monitoring system software.

Implementation of industrial enterprise monitoring system software.

In the case of a designed system, the specialist who will implement this implementation must choose how to
implement the software.

Usually, such systems are constructed on the basis of a three-level DB-application architecture, in particular,
on the basis of support for the Multi-Tier Distributed Application Services (MIDAS) technology implemented in
the C++Builder environment. In this case, there are the following components.

1. A database server that is hosted on one computer. You can use any DBMS, Inter, Interbase, Oracle,
MS SQL Server.

If you construct the enterprise monitoring software, we recommend using MS SQL Server. It has a wide
range of tools for creating stored procedures and triggers, for database backup, and for symmetric multipro-
cessing (SQL Server 2000 Enterprise Edition running Windows 2000 Datacenter). In addition, SQL Server has
such most important features as network independence, i.e. it can work with TCP/IP, IPX/SPX, Named Pipes,
Apple Talk, and Banyan Vines protocols.

2. Application server on the second computer. It contains tools for supporting business rules and data ma-
nipulation.

3. A client application with limited resources on the third computer. This application performs functions re-
lated to presenting data to the end-user.

Unlike the database server, the application server and client application are implemented in C++ Builder
or Delphi.

A departure from the classic version is the system layout, which involves combining both the database server
and the application server on the same computer. However, since each of the components is created as unganged,
the architecture of the entire system has three levels. You can also combine the application server and client
in the same program, i.e. provide direct access to the DBMS.

In conclusion, it should be noted that the Rational Rose environment (in which the monitoring system for an
abstract enterprise was designed in this paper) allows you to create a monitoring system model for a specific
production with specific parameters and rules of operation and then generate a ready-made program code that
can be used.
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ABTOMaTU3UpOBaHHOE OOCITY)KMBaHHE CHCTEM YIIPaBJICHHS U 00OpPYJOBaHUS 1O UX (PAKTHIECKOMY COCTOS-
HHUIO SIBJISI€TCS aKTyaJIbHBIM HaIpaBlIeHUEM MCCcleoBaHuU. Peann3anus nogoOHbIX pa3paboTOK Ha MPENPHSTH-
SIX MO3BOJISIET CHU3UTP 3aTPaThl Ha MPO(UIAKTHYECKOE 00CTyKHBAaHUE, a TAKXKe 00eCIeYnTh paHHee Ipeaynpe-
JKIICHHE BO3MOXKHBIX BHE3aITHBIX OTKa30B. KiroueBas pojb B pELICHHH JAHHOW 3aladydl OTBOXHUTCS KOHTPOJIIO
3a TEXHHYECKUM COCTOSHHEM TEXHOJIOTHI, MAIllH, 000pyIOBaHUs. DTO MpeAIoNaraeT co31aHue NPHHIHITHAb-
HO HOBBIX HOJAXOJOB K MOCTPOCHHIO MOHHTOPUHIOBOW CHCTEMBI OLICHKH COCTOSIHHUH W YIpPaBJICHHS MPOMBIII-
JICHHBIMH 00beKTaMu. B 4acTHOCTH, MTOKa3kIBaeT CBOIO 3()(HEKTUBHOCTD MPUMEHEHHE METOJIOB HCKYCCTBEHHOTO
UHTEJIEKTA.

B pabore 0060011eHO onKcaHne NPUHIUIIOB OCTPOSHUSI HHPOPMAIIMOHHOI CHCTEeMbl MOHUTOPUHTA IO KOH-
TPOJIIO TEXHUYECKOT'O COCTOSIHHS MAIIMH U 000pY0BaHUs MPOMBIIUIEHHOT0 npearnpusitTis. OO0CHOBaHbI 00IIUe
TpeOOBaHUS K CUCTeMaM MOHUTOpWHra. [locTpoeHsl nuarpamMMbl BApHAaHTOB WCIIOJIb30BaHMS, 3 UMEHHO: JHa-
rpaMMBbl pa3MelIeHHs, AUarpaMMbl COCTOSIHUM, TUarpaMMbl HH(POPMAIIMOHHOW MOJEIH M JUarpaMMbl KOMIO-
HEHTOB.

OrmpezesieHbl OCHOBHBIC TPEOOBAHHS K IPOrPAMMHOMY 00ECIICUSHUIO CIIPOSKTUPOBAHHON CUCTEMBI MOHHUTO-
puHra. BrinosHeHa peanu3anys NporpaMMHOTO 0OECIeUeHUs] CHCTEMBl MOHUTOPHHTA JUTs aOCTPAaKTHOTO MPo-
MBIIUICHHOTO TIPENPUSITHSL.

Kntouesvie crosa: unpopmayuonnas cucmema MOHUMOPUHEA, NPOMBIUUIEHHOE NPeonpuamue, mexHuiecKoe
COCMosIHUe MAWUH U 000PYO0BAHUSL, UHDOPMAYUOHHASL MOOETb, NPOSPAMMHOE obecneyeHtue.
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