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The intellectualization requirement of the artificial entities’ behavior makes us reconsider the logical  

and mathematical abstractions underlying the construction of their onboard control systems. 

The problem of developing such systems based on pattern theory is actual. It is shown that this ensures  

the effective experience transfer and ensures the theological approach compatibility and the causal approach. 

There is a survey of the identifying problem and building pattern models’ one. There is a proposal to use four 

information processing positions for this purpose, and there is a development of logical inference method on pat-

terns. 
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The paper’s relevance on the creation and implementation of robotic systems in the fleet has a connection 

with the change in reposturing of warfighting by weapons, military and special equipment of the Russian Federa-

tion (WMSE RF). It proposes that the strike and reconnaissance groups will represent the Russian navy. In these 

groups, the underwater and surface-based forces, as carriers of strike and detection weapons, command and con-

trol of these forces, will integrate by using network technologies into a unified information and control system. 

The elements of such a system should be: traditional objects of armed struggle (ships, planes, submarines, etc.) 

and robotic complexes (RTC) and systems. 

The WMSE RF divisions that have the RTC group on their strength should be construed as a cyber-physical 

object. It is an information-related set of physical components, onboard measurement systems, on-board execu-

tive systems, onboard computer systems where there is the control algorithm implementation, and the control 

point with an information-control field. Such an object must have a self-sufficient behavior property that guaran-

tees a certain mission fulfillment. It is possible to achieve the efficiency desired level of such systems and com-

plexes mainly by directing the efforts of designers and scientists to improve the intellectual component of their 

control system: 1) a set of algorithms for onboard RTC control systems; 2) algorithms for the activities of opera-

tors who control the RTC. Together, they form the RTC "corporate intelligence" [1, 2, 8], which allows for  

the mission implementation in accordance with the RTC functional purpose in an uncertain and poorly formal-

ized environment. 

RTC is an autonomous intelligent system (hereinafter is as an agent) that displays human-like behavior  

and has [1, 3, 4, 6]: 

• onboard measuring devices (or a set of onboard measuring devices) that act as sensors that provide infor-

mation about the environment state and its own one; 

• onboard actuators (or a set of on-board actuators), by which the system acts on the external environment 

and on itself, acting as effectors; 

• communication options with other systems; 

• "cooperative intelligence", its components should be onboard computing tools, their software, operators 

that are the set of algorithms carrier for solving problems in the subject area, through studying and training. 

The agent performs the assigned problems based on their status assessment, their understanding of the com-

bat situation development, as well as the information received through the communication module. The agent 

can predict changes in the environment from its actions and evaluate their usefulness. 

There are two directions for the development of efficiency and functionality for such systems: a) improve-

ment of the functional and hardware components in WMSE RF promising samples; b) development of more ad-

vanced algorithms for performing problems by operators, transmitting them through studying and training. 

One of the approaches to the formalization of autonomous intelligent systems is agent-oriented modeling  

[4–6], where the agent is a system that can adequately respond to changes in the external environment, which 

does not have built-in behavioral mechanisms. However, it should be noted that the vast majority of research  

in this area remains at the theoretical level. There is a gap between the primitive behavior models of artificial en-

tities, for example, in combat robotics, their interaction models and the practice expectations. Improving  

the agent's capabilities in these areas individually is not enough. Therefore, developers 'efforts should be aimed 

at system integration of all onboard equipment subsystems and operators' intellectual potential by developing  

information technologies based on artificial intelligence algorithm models and network technologies [6-8]. 
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At the present stage, there are the main problems when controlling an unmanned object with an onboard sys-

tem: 1) processing information received from sensors; 2) means of influence application on changes in the exter-

nal environment. The goal problems setting (strategy for changing the situation in a favorable direction)  

and choosing a rational way (tactics) to achieve the goal (decision-making) are the prerogative only of the human 

operator in remote the RTC control [9, 10]. 

Depending on the operator inclusion degree in the RTC control loop, there are three classes of intelligent sys-

tems [12, 13]: 

• the "Situational awareness" system, which provides the control point (CP) with information sufficient for: 

1) calculating situational assessments and building logical and informational models of the external and internal 

situation; 2) forming a knowledge base; 3) making decisions on how to act; 4) completing the goal-setting stage; 

5) adjusting the knowledge base based on the results of RTC actions. 

• expert systems that present real-time actions by the CP operator to achieve the mission goal, taking into 

account their situation understanding, and with sufficient depth of study for its subsequent implementation after 

approval by the operator [12]. 

• on-board intelligent control systems that combine the two stages listed above, able to operate without op-

erator intervention and to communicate with them to get an assessment of the implemented session and adjust 

the knowledge base. 

In intelligent systems, there are various inference mechanisms for choosing a rational method of action  

in various situations [3, 13]. 

 

Requirements for the autonomy and intelligence of cyber-physical systems 

 

The automated systems’ role in the performance of combat problems should be presented from the point  

of view of their impact on humans. They should help the commander by simplifying and increasing the efficien-

cy of his work. The commander must be the control system element (human in the loop control) of the system. 

Their interaction should ensure the transfer of experience both from the person to the machine and in the oppo-

site direction, thereby ensuring adaptive behavior. This involves the research and development of systems  

containing so-called "cooperative intelligence". For example, the main difficulty for any autonomous system  

is recognizing situations in the environment. The complexity and multiplicity of situations that arise during  

the mission make it impossible to identify them based on the results of multiple tests and form a knowledge base 

based on them. Therefore, it is necessary to implement an additional monitoring scheme for the cyber-physical 

system to identify situation classes and action successful methods for the behavior model formation (patterns) 

based on data obtained as a result of real-world tests in on-line mode. This training process forms a meta-level, 

the main link of which is the commander of the control center with its headquarters. 

This scheme guarantees a controlled evolution of self-sufficiency when solving problems by combat units 

that have autonomous work-complexes in their composition, and automated robotic systems with "intelligence" 

and autonomy various degrees become an organic part of future developments for combat use areas by various 

branches of the armed forces. 

 
Initial guess and hypotheses 

 
As a rule, situations that arise before an autonomous system are difficult enough for constructive formaliza-

tion by traditional formal methods, but they are well described by means of natural language and there is their 

better resolution experience. The bearer of such experience is a leader. The leader experience has a transfer by 

communication means in the chosen language. 

Let's assume that a person's experience / behavior should be construed as an interaction function between  

the situation and the person. A person's purposeful action depends on both the signs of the situation and their 

personal traits (the motivation degree, the ability structure, knowledge, etc.). A situation can be as a system 

component cause that generates its subjective reflection in a person. A person who chooses a certain behavior 

based on a subjective representation of the situation influences the situation by changing it. At the same time,  

the processes that occur in a person’s mind when performing certain actions lead to its structure expansion  

of abilities (knowledge, experience). In other words, a person’s stable traits that have a manifestation in their ac-

tions, through behavior and experiences, can affect the situation, changing it. Conversely, a situation can have 

the opposite effect on a person's stable traits when they interpret it and change their values, norms, acting ways, 

and experiences. The agent's behavior model should also take into account this interaction phenomenon between 

the RTC and the situation. 

Note that the technology of using RTCs in accordance with the above assumes the development of at least 

three systems when solving the problem of their "intellectualization" [12]: 

• Off-board intelligent systems for preparing the RTC for the current combat problem, which should: a) en-

sure that all the information necessary for the successful completion of the session (goals, problems, maps, 
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communication algorithms, methods for obtaining corrections, etc.) is transferred to the RTC; b) training of the 

RTC escort crew; 

• The second group consists of onboard intelligent control systems that ensure the performance of the com-

bat problem in autonomous mode; 

• The third group consists of intelligent systems for analyzing the RTC session results. Their work results 

are the basis for the effective accumulation and up-to-date patterns’ database, as well as the requirement for-

mation for the RTC functional and hardware components. 

When developing onboard intelligent control systems, the concept of "typical situation" (TS) turned out to be 

constructive. It is a functionally closed part of the RTC work with a clearly defined significant goal, which as  

a whole occurs in various (real) sessions, being specified in them according to the conditions of the flow  

and available methods for resolving problematic substitutions arising in the vehicle [3]. When the RTC is fully 

intellectualized, the vehicle and its modes of action, as a reaction to it, form an individual pattern of behavior. 

Certain cognitive models of purposeful actions regulate an activity. These models include an idea of the time 

sequence for performing certain types of actions. By analogy, by implementing the action modes of the agent 

purposefully acts on objects in your environment. The basis for developing methods of action must be consid-

ered the agent's subjective ideas about the situation of a purposeful state [14]. We will assume that the observed 

activity of the agent is the program function developed by it, which are, in turn, the result of its inherent cogni-

tive processes, and which serve with varying effectiveness degree to fulfill the problems set or achieve the de-

sired results. Thus, the business plan and its implementation are the internal programming product. Its result  

is a program (algorithm) of actions that uses the operations available to the agent. It allows the agent to trans-

form the observed situation into the desired (target) one by implementing it. The person evaluates the feasibility 

of the created algorithm using the linguistic variables "conviction" and "efficiency". The problem of identifying 

these programs should be solved by analyzing language patterns and nonverbal communication. 

The RTC intellectualization should be implemented in the direction of its inclusion in the activity and corre-

sponds with the operator (commander). Their behavior and actions must be understandable and correctable. 

Definition. A pattern is the person activity result (a group of persons) associated with an action, decision-

making, behavior, etc., carried out in the past and considered as a template for repeated actions or as a justifica-

tion for actions based on this pattern. 

The person conducting his experience exploration, aimed at its aggregation by creating pattern models. 

Therefore, the pattern model is a human experience unit for which, in a situation similar to the typical one (clus-

ter), a person has formed a certain degree of confidence in obtaining the desired states. Pattern modeling has  

an execution with a limited subset of natural language, including case-based reasoning, which forms a specific 

part of the human experience – meta-experience. 

 
A fuzzy description's model of a behavior pattern in a choice situation 

 
Purposeful behavior is associated with the choice that occurs in a situation of purposeful state [8]. Let's con-

sider the behavior pattern model in the form of a fuzzy description’s model in a choice situation. The author pro-

posed to build a possible version of such construction by “paradigm grafting” of ideas transmitted from other 

Sciences [14], for example [15, 16]. The goal-oriented state consists of the following components: 

▪ The entity carrying out the selection (the agent), k  K. 

▪ The environment of choice (S), which is understood as a set of elements and their essential properties,  

a change in any of which can cause or produce a change in the state of purposeful choice. Some of these ele-

ments may not be elements of the system and form an external environment for it. The impact of the external en-

vironment has the using variable description, some of which may remain unchanged for a certain time interval T, 

and some of which may change. The first type of variables is parameters, and the second is perturbations.  

The values of both types of variables are generally independent of the agent. 

▪ Action available methods , 1,k k

jc C j n =  of k – agent, that are known to it and can be used to achieve i-

result (they are also called alternatives). Each method of this set has a characteristic by a set of parameters, 

which are called control actions. 

▪ Possible for environment S results are significant for the agent – , 1,k k

io O i m = . Some set of tools 

called output parameters of the goal-oriented state situation help in evaluating the results. 

▪ Method for evaluating the properties of the results obtained as a result of selecting the action method.  

It is obvious that the evaluation of the result should reflect the value of the result for the agent and thus reflect 

his personality. 

▪ Constraints that reflect the requirements imposed by the selection situation on output variables and con-

trol actions. 

▪ A domain model that represents a set of relations describing the dependence of control actions, parame-

ters, and perturbations on output variables. 
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▪ Model limitations of the agent. It has a detailed description in [14]. The type regardless of the restriction 

description used, we will assume that the agent has a certain degree of confidence about the possibility of some 

restriction changing in the direction of expanding the set of possible options (alternatives) of choice. 

We denote by U the set of control parameters, P – the set of parameter vectors, and  – the set of external 

perturbation vectors. The state situation model of purposeful choice has a description by displaying F of the 

form: 

F : U  P   → O.                         (1) 

The relation (1) is the domain model, which is the basis for the agent's representation of the control object 

functioning. 

We will introduce measures for the described components that will be used to evaluate the goal-oriented 

state. 
1. We assume that the agent is able to identify factors – characteristics of the environment

 , 1,k k

iX x i N= = . The agent evaluates the influence of each factor using a linguistic variable 

( ) : [0,1]k k k

j i ix x → . Let's enter a parameter that the agent uses to evaluate their situational awareness in a goal-

oriented situation 

1

1

( )

( )

N
k k k

x i ik i

N
k k

x i
i

x x
Es

x

=

=

 
=

 

 

You can define the following restriction: 

0( ) ,k k kEs    

where 
0

k  – some threshold level of the agent awareness from using its own information sources. 

2. We will assume that to describe the influence of the selected factors on the results, , 1,k

io i m= the agent 

uses an approximation in the form of production rules, which have the form: 

If x1 is 
1

k

rA  and if x2 is 
2

k

rA  and … and if xN is k

rNA , then 
1 2( , ,..., ), 1, , 1,k k

i ir No f x x x r R i m= = = ,   (2) 

where R – the number of production rules, r – the number of the current production rule, 1 2( , ,..., )k k

i ir No f x x x=  – 

a clear function that reflects the agent's view of the causal relationship between input factors and possible results 

for the r – rule; 
k

riA  – fuzzy variables defined on  , 1,k k

iX x i N= = . 

As a function ( )
k

irf •  can be used, for example, as mathematical models, verbal descriptions, graphs, tables, 

algorithms, etc. 

Since 
k

jс is a function of the parameters of the external environment taken into account, properties of the sys-

tem, a set of assumptions about their possible values form a possible state scenario of the system environment func-

tionality. Implementing scenarios, for example, using rules (2) allows you to form an idea of possible results .k

io  

Ambiguity in choosing a method of action can be described as the degree of confidence that it is necessary  

to use it to get a result 
k

io . This estimate can be described by a linguistic variable 

( | ) [0,1].k k k k k

j j j i ic C s S o =    →   

This measure is the agent individual characteristic, which may change as a result of training and experience, 

as well as a result of communication between agents and the operator. 

That is why ( | , ) [0,1]k k k k k k

j j j i ic C s S I o =    →  , 

where Ik – information that the agent has at the time tk.  
3. The action method choice when making a decision by an agent in a purposeful state situation to achieve  

a result is associated, as in [6, 14], with the quantitative assessment construction of the chosen solution proper-
ties. The list of properties and parameters forms on the basis of experience, knowledge, intelligence, and depth 
of understanding of the decision-making situation. The correct description of the properties and parameters  

of the action method is one of the main conditions that the choice 
k

jc will lead to a result
k

io . The list choice  

of properties and parameters that characterize them depends entirely on the agent (its personality). This is the 
agent's contribution to the decision-making process. Let's present the possible results for a given agent selection 

environment as  , 1,
kk

i ij
o o j J = , where 

k

ijo  – multiple possible results when selecting the j action method 

i I  – a set of results taken into account by the k agent. It is obvious that ( ),k k

ij ij i io o s s S=  . 

4. The value of the results 
k

io  . Since, ( )k k

ij ij io o s= , а k

i js S c= , the value of the I type of result can be 

estimated by the following linguistic variable ( ( )) [0,1]k k k

i i jo c  . The function ( ( ))k k k

i i jo c  for the result 
k

io  will 



Software Journal: Theory and Applications                     2, 2020 

 14 

be a monotone transformation, since ( )k

i •  translates the scope of the function values ( )k k

i jo c  into the set of  

a linguistic variable values. Since the base value of a linguistic variable corresponds to fuzzy variables,  

this transformation converts the function's value domain 
k

io  to the value domain of the base fuzzy variables. 

5. The method effectiveness of action from the result viewpoint is the certainty of obtaining a given result 
by this method of action at the known (or assumed) cost of its implementation. Confidence degree  

k

ijE  that some method of action 
k

j
c  will lead to a result 

k

io  in the environment S, if the agent chooses it: 

( | chooses в ) [0, 1]k k k k

ij ij i jE E o A c S=  . 

It is a linguistic variable and expresses the agent's individual assessment of the choice cost implications. 
 

Agent selection model 
 

The three linguistic variables ( ), ,k k k k

i i ij ijx E   introduced form the agent's perception model of a purposeful 

choice situation. Since 
k

jc  can have a description in terms of 
k

iX  and the agent has an idea of the dependency  

in the form of a rule base that binds 
k

jc  and the value of the possible i result 
k

io , then you can determine the val-

ue of a purposeful state by the i result 
k

io  for the k agent according to the rule [6, 14]: 

( ( )) ( )

.
( ( ))

k k k k k

ij ij j ij
j Jk

i k k k

ij ij j
j J

o c o s

E
o c





 •

 =


 

By analogy, we can estimate the value of the goal-oriented state for the k agent in terms of efficiency for  

the i type of result: 

( ( )) ( )

.
( )

k k k k k

ij i j i j
j Jk

i k k

i j
j J

EE o c c

EE
c





•

=


 

The agent's assessment of the goal-oriented state desirability based on the i-result and its achievement effec-

tiveness in a choice situation is a linguistic variable 

1 1 2 2( ) [0,1], ( ) [0,1]k k k k k k

i i i iE EE =     =    

The validity of this statement follows from the definition introduced by Zadeh [11] on the types of fuzzy sets, 

according to which a fuzzy set is a set of type n, n =1, 2, 3, ..., if the values of its membership function are fuzzy 

sets of type n–1. 

You can define the following restrictions: 
0 0

1 1 2 2( ) ( )k k k k

i i i i
i i

E и EE         

where 
0 0

1 2и   – the agent's expectations of mission completion, which reflect the balance between costs and 

results achieved 
k

io . 

Since is  is a function of awareness k purposeful agent ( )
k k k

s s I=  if there is an iterative procedure for ex-

changing views between agents, then the following assumption is true 

1 ω [σ ]k k

t k tI I+ = , 

where t – iteration number for the interactive generation of a consistent forecast. This is an assumption about  

the growth of the k agent's awareness depending on the iteration number. ω – iterative mapping (in general, 

point-multiple mapping) such that at the initial level of awareness 
0

kI , any sequence generated by including 

1

k k

t tI I +  will be bounded and all its limit points are in 
n

M R . The validity of this assumption follows from 

the fact that the agent, in the process of communication and analysis, forms a certain point of view that is stable 

by conviction. A parameter is a characteristic of an agent's ability to perceive new points of view and revise  

the structure of their awareness. Implementing this parameter allows you to produce changes in one or more 

components or parameters of views in the process of communication or interactive interaction to cause the trans-

formation of the model of the agent selection situation. 
Thus, the purposeful agent contribution to the choice situation is: 

▪ In assessing the significance of the situational factors ( )k k

i ix  and through them to inform you about  

the situation in the form (3). In evaluating the result value ( )k k k

i i io o−  . 

▪ In assessments of the degree of applicability of using the j method of action to achieve the i result ψ ( )k k

j jc . 

▪ In evaluating the effectiveness ( )k k

ij jE c  of achieving results 
k

io  of achieving the result of the j method  

of action 
k

jc , by which the agent estimates its own costs for obtaining the result. 
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The first and fourth groups of assessments reflect the agent's knowledge of the subject area, their various type 

level of training (skills, etc.).  

The second and third groups allow us to describe the agent value system and, in principle, to assess the value 

congruence degree of the agent and the system, which largely determine its work quality. 

The agent's choice situation model is a set of structural and functional properties that he believes the choice 

situation has and that he believes affect his satisfaction or dissatisfaction with the situation. 

There is another factor group that determines the result implementation: will, risk-taking, self-esteem, moti-

vation. These factors allow us to speak about such an indicator as confidence in getting a result 
k

io  in a choice 

situation ( )k k

i io  when using one of the possible action methods
k k

jc C .  

According to the hypothesis of rational behavior, the agent forms a decision according to  
 

0 0

1 1 2 2

0

( ) max( ( ( )) ( ( ))),

( ), , ,

( ) , ( ) ,

( ( )) .

k
j

k k k k kk

i i i j i i j
c j J

k k i i k k

j t t i

k k k k

i i i i
i i

k k k

P s S Arg E o c EE o c

c C I I M o O

E EE

Es X



 =  −

  

       

  

               (4) 

 

Since there is a relationship between the choice and the agent's perceptions of the choice situation, then in (4) 

it is necessary to include the knowledge base (3). 

Correspondences (4) describe the pattern of the agent’s behavior (cyber-physical system) in an effort  

to achieve the i result. The agent considers (4) as a pattern–a way to describe the problem, the principle and its 

solution algorithm, which often occurs, and in such a way that its solution can be used many times reinventing 

nothing. 

From these characteristics we can assume that the evaluation of the impact factor, the degree of confidence 

required, the action mode choice, the value of the results, the efficiency of the action mode for each result are the 

four measures of personality (individuality). All other characteristics are derived from them by well-known 

methods of fuzzy sets theory. 

The indicators were defined above: value of a purposeful state by result 
k

iE  and value of a purposeful state 

by efficiency
k

iEE . They are elements of an integral value indicator of a purposeful state for the k individual – 

k k

i i
i

E EE • . Considering its confidence level in the achievement of the result 
k

i , get an indicator of the ex-

pected unit value  

( )k k k

i i i
i

k k

i
i

E EE

EV

 − •
=


.                       (5) 

This means that if two subjects are in the same situation of choice, then the difference in their behavior 

should be manifested in values of unit value estimates for the result and effectiveness and in the degree of confi-

dence in achieving the goal. 

Now you can formally define the goal-oriented state of the agent. The goal-oriented state of a goal-oriented 

agent has the characteristic by: 

▪ The agent is in the selection state: U(•) > 0; 

▪ There is at least one potential result, if there are other potential results, then their values for the goal state 

are not equal for the result; 

▪ There are at least two potential modes of action 
1 2andk kc c  such that 

1 20 and 0k k

i    ; 

▪ The modes of action efficiencies 
1 2

k kc and c  such that the value estimate sum of the goal-oriented  

state by the effectiveness of achievement of the results 
k

io  by these two ways are not equal 

1 1 2 2( ( )) ( ( ))k k k k k k

i i i i
i i

EE o c EE o c  . 

▪ There is at least one potential result 
k

io , whose value to the agent is greater than a certain threshold value 

0k

i , and the confidence degree in obtaining it also exceeds a certain threshold value 
0k

i .  

These rules mean that there is an agent who is in a state where he wants to get any result. He has several al-

ternative ways of achieving this, with varying effectiveness, by which he can try to achieve the desired result, 

and his assurance in getting the desired result is enormous. 
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The complexity levels of pattern models in the modeling of skills and abilities 
 

Modeling patterns should be directed to different complexity levels of certain skills and abilities [15, 16]. 
Simple behavioral patterns include specific, concrete, directly observable actions that take a short time  

to complete, such as avoiding obstacles. 
Simple cognitive patterns include specific, easily identifiable, and verifiable mental processes that take  

a short time to complete. This includes memorizing the names of environmental objects (external and internal), 
forming an ontology of concepts, creating an image of a situation, assessment, norm, and so on. Such patterns  
of thinking are identified by the easily observable and measurable behavioral results of the bearers of these pat-
terns, as well as through direct feedback. 

Simple linguistic patterns include recognizing and using commands that contain specific keywords, phrases, 
being able to form idiosyncratic needs, recognizing and responding to commands, reviewing or rejecting key 
commands, and so on. Using these skills is also available for direct observation and measurement. 

Complex behavioral (or interactive) patterns include establishing and coordinating a sequence or combina-
tion of simple behavioral actions. 

Complex cognitive patterns need a synthesis or sequencing of other simple thinking skills. Examples of using 
complex cognitive patterns are diagnosing a problem or current situation, creating a simulation program for the 
development of a situation or action program, and so on. 

Complex linguistic patterns demand interactive use of language in highly dynamic situations. Examples  
of abilities that require complex linguistic skills are persuading someone of something, negotiating, and so on. 

 

Approach to identifying and building a pattern model 
 

It is possible to allocate four basic perceptual positions from which the collection and interpretation of infor-
mation: the first position (your own point of view of the person), second position (perception of the situation 
from the point of view of another person), third position (the situation from the point of view of a disinterested 
observer), fourth position of perception implies the situation from the point of view of systems involved in a sit-
uation [15, 16]. 

Modeling from the first position is to try to do something yourself and explore its way of doing it. The analy-
sis of the method of action has the fulfillment of the researcher's point of view. 

It is important to emphasize that to obtain such a description by an agent of already performed activities,  
the subject in question must leave its previous position of activity and move to a new position, external both  
to the actions already performed and to the future, projected activities. This is called the first-level reflection:  
the agent's new position, characterized relative to the previous position, will be called a reflexive position,  
and the knowledge generated in it will be reflexive knowledge, since it is taken relative to the knowledge devel-
oped in the first position. 

The second position assumes a complete imitation of the agent's behavior when the researcher tries to think 
and act as closely as possible to the agent's thoughts and actions. This approach allows us to understand on an in-
tuitive level the essential but unconscious aspects of the thoughts and actions of the simulated agent. Modeling 
from the third position consists in observing the behavior of the simulated agent as a disinterested observer.  
The third involves building a model of the method of action from the point of view of a specific scientific disci-
pline related to the subject area of the agent. The fourth position assumes a kind of intuitive synthesis of all the 
received representations in order to obtain a model characterized by the maximum values of indicators of specif-
ic value for the result and efficiency. 

One of the goals of modeling is to identify and identify unconscious competence and bring it to the conscious 
mind in order to better understand, improve, and transfer the skill. 

Cognitive and behavioral competence can be modeled either "implicitly" or "explicitly". Implicit modeling 
assumes taking a second position in relation to the subject of modeling, in order to achieve an intuitive under-
standing of the subjective experiences of this person. Explicit modeling consists of moving to the third position 
in order to describe the explicit structure of the simulated agent's experiences so that it can be passed on to oth-
ers. Implicit modeling is primarily an inductive process by which we accept and perceive the structures of the 
world around us. Explicit modeling is essentially a deductive process by which we describe and implement this 
perception. Both processes are necessary for successful modeling. Without an "implicit" stage, there can be no 
effective intuitive basis on which to build an "explicit" model. On the other hand, without an "explicit" phase, 
modeled information cannot be translated into techniques or tools and transmitted to others. 

The result should be a model that synthesizes: a) an intuitive understanding of the agent's abilities, b) direct 
observations of the agent's work, and C) the researcher's explicit knowledge of the agent's subject area. 

 

The main simulation phases 
 

They indicate a movement from implicit modeling to explicit modeling. 

Preparation. It implies choosing a person who has the ability to be modeled, and determining: a) the context 

of modeling; b) the place and time of access to the modeled person; C) the preferred relationship with the mod-

eled person; d) the state of the researcher in the modeling process. 
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In addition, this phase includes the creation of favorable conditions that will allow you to be fully immersed 

in the process.  

Phase 1. Intuitive understanding. The first phase of the modeling process links involving the person being 

modeled in the desired activity or ability in the appropriate context. The simulation begins with taking the "sec-

ond position" in order to come to an intuitive understanding of the skill that the agent demonstrates. There are no 

attempts to define patterns here. You need to enter the state of the model and internally identify yourself with it, 

mentally simulating the agent’s actions. The agent external behavior is a surface structure. The second position 

allows you to get information about the underlying structure. This is the reflection phase of representations of the 

simulated agent or the phase of "unconscious understanding". 

As soon as a person has a sufficient level of intuitive understanding of the ability being studied, it is neces-

sary to create a context in which to use this ability and apply it, acting as an agent does. Then he must try to 

achieve the same result by being "yourself". This way you will get a "double description" of the skill being mod-

eled. The first phase of modeling ends when the person gets approximately the same results as the agent gets. 

Phase 2. Abstracting. The next stage of the modeling process is to separate the essential elements of the 

model behavior from random, extraneous ones. At this stage, the modeled strategies and behaviors become more 

explicit. Since the ability to achieve results similar to the agent's results, it is necessary to build a method of ac-

tion based on the researcher's views to achieve the same results, using the "first position" for this purpose.  

The problem is to identify and define the specific cognitive and behavioral steps necessary to achieve the de-

sired result in the selected context (s). For this, use the technique of "bracketing" elements of identified strategies 

or behaviors to assess their significance. If the reactions remain unchanged in the absence of any element,  

it means that it is not essential for the model. If due to the omission of an element the result changes, it means 

that something important has been established. The purpose of this procedure is to reduce the simulated actions 

to the simplest and most elegant forms, as well as to highlight the essential.  

At the end of this stage, a "minimal model" of understanding the agent's ability in itself will be obtained  

(i.e. from the "first position") and developed an intuitive understanding of the abilities of the agent from the 

"second position". In addition, there will be a "third position" – an angle in which the difference between the 

identified way of reproducing the simulated ability and how the person himself displays this ability will be visi-

ble. 

Phase 3. Integration. The final stage of modeling involves constructing a context and procedures that would 

allow others to master the skills you have modeled, and therefore get the same results as the person who served 

as the model. In order to make the required plan, it is necessary to synthesize the information received in all po-

sitions of perception. In contrast to simple (step-by-step) simulation, imitation to the actions of the simulated 

person, the most effective is the creation of the appropriate reference experience for students, which allows them 

to detect and develop the "sequence of operations" necessary for the successful implementation of the skill.  

To get this skill, it's not obligatory to go through the entire simulation procedure. Again, the guiding principle at 

this stage is the "usefulness" of the modes of action for the agents that the model is designed for.  

The described provisions are the basis for the development of a methodology for constructing models of be-

havior patterns of Autonomous underwater vehicles when performing search and rescue missions. A modeling 

complex for testing algorithms for using AUUV groups based on patterns has been developed. A variant  

of building an AUUV architecture with an onboard control system using pattern models and a logical output sys-

tem based on patterns is proposed. 
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Требование интеллектуализации поведения искусственных сущностей заставляют пересмотреть ло-

гические и математические абстракции, положенные в основу построения их бортовых систем управле-

ния. Актуальной является проблема разработки таких систем на базе теории паттернов. 

В работе показано, что это обеспечивает перенос эффективного опыта и обеспечивает совместимость 

теологического подхода и подхода, основанного на причинно-следственных связях. 

В статье рассматриваются проблемы идентификации и построения моделей паттернов. Предложено 

для этих целей использовать четыре позиции обработки информации. Описана разработка метода логи-

ческого вывода на паттернах. 

Ключевые слова: принятие решений, целеустремленные системы, нечеткое суждение, ситуация вы-

бора, АНПА. 
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